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Summary 

Optimization is the search of the best solution (alternative). When there are too many alternatives to 
consider or even infinitely many, formal methods and algorithms are needed. The goodness of a solution 
is defined by a criterion – price, risk, reliability, time, length or similar. In the formal definition of opti-
mization problem the criterion is defined as an objective function, the minimal value of which is searched 
– a solution with the smallest value of the objective function should be found. The purpose of this course 
is to provide knowledge of optimization theory and skills to formulate optimization problems and solve 
them using suited optimization algorithms. 
Topics: 

• Classification of optimization problems and methods 
• Optimization tools and modelling languages 
• Unconstrained optimization 
• Constrained optimization 
• Linear programming 
• Combinatorial optimization 
• Global optimization 
• Multilevel optimization 
• Multi-objective optimization 
• Covering methods for global and multi-objective optimization, simplicial global optimization 
• Heuristic algorithms for global, combinatorial, multi-objective optimization 

Practical assignment: define adequate optimization problem for a certain application, choose suited al-
gorithms, develop software implementing the algorithms, perform numerical investigation solving test 
problems and comparing with results of other authors. 
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